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ABSTRACT: Bone cancer detection is a critical area in medical imaging that benefits significantly from advancements 

in deep learning. This research article provides a comparative analysis of various feature extraction methods employed 

in deep learning models for detecting bone cancer. We explore methods ranging from traditional Convolutional Neural 

Networks (CNNs) to advanced techniques like Generative Adversarial Networks (GANs) and attention mechanisms. 

Our study aims to highlight the strengths and weaknesses of each method, offering insights into their performance and 

applicability in clinical settings. 
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I. INTRODUCTION 

Bone cancer, though relatively rare, poses significant diagnostic challenges. Early and accurate detection is crucial for 

effective treatment and improving patient outcomes. Deep learning, particularly through feature extraction, has 

emerged as a powerful tool in medical imaging for identifying and diagnosing various cancers, including bone cancer. 

This article aims to compare and contrast different feature extraction methods, providing a comprehensive 

understanding of their effectiveness in detecting bone cancer. 

   
Figure:1 Bone cancer images 

 

Deep learning models, such as Convolutional Neural Networks (CNNs), have become a cornerstone in medical 

imaging due to their ability to automatically extract relevant features from images. However, as technology has 

advanced, more complex architectures, including Generative Adversarial Networks (GANs) and attention mechanisms, 

have been developed to enhance feature extraction and model performance. 

II. RELATED WORK 

Vandana et al. (2020) [1] have worked on the basic bone tumor. They have upgraded the graph cut-based clustering 

algorithm for the identification of the cancerous part and the healthy part. Their method can be utilized to measure the 

attributes of danger and characterize them as typical, amiable, and malignant by utilizing multiclass irregular texture. 

Asuntha and Srinivasan (2018) [2] stated that bone cancer is a serious disease causing the deaths of many individuals.  

The detection and classification system must be available to diagnose cancer at its early stage. Early detection seems to 

be the only factor that increases the chance of survival of cancer-affected patients. Cancer classification is a difficult 
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and challenging task in clinical diagnosis. This paper deals with the system which uses image processing techniques to 

detect the tumor and classify cancer. The approach has drastically reduced the time required for the detection and 

classification of cancer. Nisthula and Yadhu (2013) [3] applied image enhancement techniques to increase the intensity 

of the image to find an edge in the cancer image. The edge detection technique has been applied. The model in this 

paper is designed in such a way that can detect fast and reliable cancerous tissue in the bone. Torki (2019) [4] reported 

tumor as one of the significant medical issues. They have developed a bone disease recognition framework. It can 

anticipate the malignant growth in the prior satiate. Their forecast framework is examined utilizing MATLAB-based 

exploratory arrangement and execution.  In the recent survey,  

Shrivastava et al. (2020) [5] have gone through various techniques to classify the cancerous and the healthy bone. In 

this work, bone computed tomography (CT) dataset in Digital Imaging and Communication in Medicine (DICOM) 

format are used. This work explains distinctive AI methods for tumor recognition and order. AI is an immense area of 

research, out of which medical image processing is a critical territory of work. In medicinal analysis like ulcer, break, 

tumor, and so forth image processing made the work simpler in finding the specific reason and most ideal arrangement. 

AI strategies are applied to restorative pictures for irregularity discovery. It can be seen that an acceptable degree of 

progress has been accomplished by applying the machine learning procedures. In this work, diverse AI methods for 

clustering are explained. Sinthia P and K. Sujatha [6] proposed a novel approach to detect the bone cancer using K-

means algorithm and edge detection method. This methodology used Sobel edge detection to detect the edge. Sobel 

edge detector detects only the border pixels. K-Means clustering algorithm is used to detect the tumor area. Defining 

the number of clusters is the difficult step in K-Means clustering algorithm. Kishor Kumar Reddy [7] proposed a novel 

approach for detecting the tumor size and bone cancer stage using region growing algorithm. This methodology 

segmented the region of interest by using region growing algorithm. Tumor size is calculated according to the number 

of pixel in the extracted tumor part. Depending upon the total pixel value cancer stage is identified. Selection of seed 

point depends on the image and it is difficult to select accurately. 

III. FEATURE  EXTRACTION  METHODOLOGY 

3.1 Dataset 

For this study, we used a publicly available dataset consisting of MRI and CT scans of bone cancer patients. The 

dataset was split into training, validation, and test sets, ensuring a robust evaluation of the different feature extraction 

methods. 

 

3.2 Preprocessing 

The images were pre-processed to standardize input dimensions and normalize pixel values. Data augmentation 

techniques such as rotation, zoom, and flipping were applied to enhance the dataset's diversity. 

 

3.3 Feature Extraction Methods 

 
 

Pre-trained Models: VGG16, ResNet50, and EfficientNet were fine-
tuned on the bone cancer dataset. 
Custom CNN Architectures: Custom models were designed with 
multiple convolutional layers, batch normalization, and dropout layers 
to prevent over fitting. 
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.3.4 Evaluation Metrics 

The performance of each feature extraction method was evaluated using the following metrics: 
 

 

 

 
 

 

IV. EXPERIMENTAL RESULTS 

4.1 Quantitative Analysis 

The performance metrics for each feature extraction method are summarized in Table 1. 

.          Method Accuracy   Precision   Recall   F1 Score  ROC-AUC 

Pre-trained VGG16 0.87 0.85 0.89 0.87 0.90 

Custom CNN 0.85 0.83 0.88 0.85 0.88 

Transfer Learning 0.88 0.86 0.90 0.88 0.91 
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.          Method Accuracy   Precision   Recall   F1 Score  ROC-AUC 

Autoencoders 0.82 0.80 0.84 0.82 0.85 

LSTM Networks 0.83 0.81 0.85 0.83 0.86 

GANs 0.84 0.82 0.86 0.84 0.87 

Faster R-CNN 0.86 0.84 0.87 0.85 0.89 

FPN 0.87 0.85 0.88 0.86 0.90 

Attention Mechanisms 0.89 0.87 0.91 0.89 0.92 

3D CNNs 0.86 0.84 0.88 0.86 0.89 

Hybrid Models 0.90 0.88 0.92 0.90 0.93 

Ensemble Methods 0.91 0.89 0.93 0.91 0.94 

Table 1: Deep Learning Model Performance Metrics 

 

 
Figure :1 Comparitive Analysis of Performance Metrics 

 
Figure 2: Accuracy and Precision Comparisons 
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Figure 3: Recall and F1 Score Comparisons 

 

 
Figure 4: ROC-AUC Comparisons 

4.2 Qualitative Analysis 

Visual inspections of feature maps and attention heatmaps revealed that attention mechanisms and hybrid models were 

particularly effective in highlighting tumor regions. GANs provided diverse training examples, improving model 

generalization. 

V. CONCLUSION  

This comparative analysis highlights the diverse landscape of feature extraction methods in deep learning for bone 

cancer detection. While each method has its strengths and weaknesses, hybrid models and ensemble methods emerged 

as top performers, offering robust and accurate detection capabilities. Future research should focus on optimizing these 

methods for real-time clinical applications and exploring their integration into comprehensive diagnostic workflows. 
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